Identified gap in the OECD Guidelines: digitalisation and digital technology

Outcome sought: Broad and comprehensive stocktaking of the OECD Guidelines for Multinational Enterprises (Guidelines) that addresses gaps on digitalisation and digital technology.

Problem: The OECD Guidelines do not acknowledge the increasing digitalisation of the global economy, nor set standards for business on avoiding adverse human rights and environmental impacts linked to digitalisation

The digitalisation of the global economy is altering and often exacerbating the potential for all MNEs (not merely technology companies) to adversely impact human rights and the environment. Digital technologies may have positive impacts on human rights (such as enhancing freedom of expression and the right to information), but can also facilitate violations of the rights to non-discrimination, privacy, freedom of speech/political participation, life, liberty, security, and economic, social and cultural rights, among others. Digitalisation is therefore linked to numerous challenges for responsible business conduct (RBC). The following issues are of particular concern to civil society:

- The need for all MNEs operating in the digital economy – not just well-known, global tech companies – to recognise the potential harms they may be connected to as a result of the digitalisation of their activities, and the need for them to conduct human rights due diligence over those impacts;
- New types of entities such as social media and online service providers/platforms have changed the concept of the ‘MNE’, raising the problems of inadequate taxation of and stakeholder consultation by non-brick-and-mortar MNEs, and securing accountability for the harmful impacts of MNEs not clearly tied to any specific country and legal jurisdiction;
- The commercialisation of big data, as well as the growth of digital technologies such as AI, surveillance/telecommunications technologies, and online/social media platforms, have enabled violations of numerous human rights (affecting both average citizens and human rights defenders in particular). Biases built into the massive datasets used to train automated systems and large language models can result in privacy violations and discrimination at scale, with systems ‘learning’ to discriminate along the lines of race, gender and income. This disproportionately harms already at-risk and vulnerable groups, such as women, non-binary persons, racial and ethnic minorities, migrants and religious minorities, among others. Users of platforms can also use them to engage in discrimination that should be better addressed by platform owners. Further, ‘profiling’ of individuals based on their online activities may facilitate discrimination and privacy violations. These technologies have also increased capacity for facilitation of violence, manipulation of democratic values, rapid spread of mis- and disinformation, and human rights abuses by governments or average users;
- The need for MNEs to conduct human rights due diligence during the design/development stage of a technology rather than (as is common) immediately prior to its deployment, as well as conduct auditing of systems for algorithmic bias and subsequently mitigate issues found before the model is deployed;
- Many digital technologies are subject to “dual-use” authorisation and licensing, and while some dual-use processes take into account human rights, they are not necessarily aligned with the due diligence expectations of the OECD Guidelines;
- The sheer scale and market share across diverse types of goods held by certain platform MNEs, particularly surveillance capitalists, raise serious concerns about consumer wellbeing as well as competition and suppression of information and innovation;
Telecommunications companies’ responsibility to enable access to technology and advance digital inclusion globally, on one hand, and to refrain from shutting down networks (‘internet shutdowns’) or transferring user data to governments, on the other hand;

The environmental (from minerals mining to the massive and growing climate impact of data centres), labour rights, and human rights impacts caused through the supply chains of technology hardware MNEs are too often overlooked. This problem is exacerbated by the extreme lack of transparency in the sector, particularly regarding MNEs’ business relationships with (authoritarian) governments.

Increased digitalisation (and automation) in many industries has disrupted workplaces, causing serious and gendered impacts to the rights and wellbeing of workers. Low paid female workers are at much higher risk of bearing the brunt of displacement by automation compared to male workers. Women and girls are also less likely to benefit from digitalisation, evidence of a ‘digital gender divide’ which has been further exacerbated by the fallout from the COVID-19 pandemic.

Despite the myriad adverse impacts of MNEs in the context of digitalisation, the OECD Guidelines do not adequately establish standards in this sphere. Chapter II (General Policies) minimally “encourages” enterprises to “promote Internet Freedom through respect of freedom of expression, assembly and association online.” Additionally, Chapter IX (Science and Technology) focuses narrowly on protection of intellectual property, sharing of technological and scientific knowledge with host countries, and coordination of business activities with national science agendas and universities. The chapter says nothing about ways in which digitalisation can impact MNEs’ potential to cause, contribute to, or be directly linked to adverse impacts, nor does it address the importance for MNEs of conducting supply chain due diligence over their digitalisation-related impacts. Critically, other chapters such as Disclosure (III), Human Rights (IV), Employment and Industrial Relations (V), Environment (VI), Consumer Protection (VIII) and Taxation (XI) do not include language reflecting the nexus between the issue covered in that chapter and RBC expectations for MNEs in the context of digitalisation.

Impact of the problem: Lack of clear standards for MNEs on RBC in the context of digitalisation and limited access to remedy for impacted parties.

The lack of expectations in the Guidelines for MNEs to act responsibly in the context of digitalisation has two primary consequences:

1. Lack of understanding by MNEs on expectations for them to prevent and mitigate the adverse effects of digitalisation; and

2. Diminished grounds on which to seek remedy via the National Contact Point (NCP) grievance mechanisms.
   a. A handful of specific instances have sought remedy for harmful impacts linked to digitalisation. These complaints have addressed issues such as the sale of surveillance/telecommunications technologies to repressive governments (and the subsequent misuse of those technologies) and the failure of online marketplaces to prohibit third-party sales of goods used for illegal and environmentally harmful purposes. NCPs have reached widely divergent outcomes, even when addressing the same exact issue. Further, NCPs have rejected complaints by erroneously concluding that dual-use authorisation for surveillance/telecommunications technologies is sufficient for human rights due diligence, although this is not the case. The increasing number of specific instances on technological matters, along with the spotty acceptance and agreement rates at NCPs, demonstrate a need for
clearer expectations to both guide MNEs’ conduct and help NCPs apply the Guidelines in complaints.

**Parallel laws and standards**

Analysis of gaps in the OECD Guidelines on digitalisation could draw on the following standards, initiatives, and guidelines:

- International standards and covenants including the OHCHR’s B-Tech Project, the UN’s Internet Governance Forum, the UN Secretary General’s Roadmap for Digital Cooperation, the UN Strategy and Plan of Action on Hate Speech, UNESCO’s ROAM principles, the WTO’s Declaration on Global Electronic Commerce, the ILO’s Agenda for the Future of Work, and APEC’s Roadmap on Internet and Digital Economy;
- The OECD due diligence guidance as well as the OECD Privacy Guidelines, the Cancun Declaration, and various OECD Recommendations such as those on Health Data Governance, Digital Security, Risk Management for Economic and Social Prosperity, Digital Security of Critical Activities, AI, Internet Policy Making, Facilitating International Technology Co-operation Involving Enterprises, Consumer Protection in E-commerce, and ICT and the Environment;
- Regional legislation and regulations such as the EU’s General Data Protection Regulation (GDPR), the Regulation on the free flow of non-personal data, the Cybersecurity Act, the Open Data Directive, Ethics Guidelines for Trustworthy AI, the EU Digital Services Act and the Digital Markets Act (currently under preparation), and the Council of Europe’s Convention 108+ for the protection of individuals with regard to the processing of personal data;
- The European Commission’s proposed initiative to align dual use technology authorisation with human rights due diligence standards;
- National guidance and laws, such as Australia’s Sharing of Abhorrent Violent Material Act 2019, Chile’s National AI Policy, and numerous countries’ legislation and recommendations on AI, digital platforms, and social media;
- Multi-stakeholder initiatives such as The Christchurch Call championed by New Zealand and France, the Partnership on AI, the Global Network Initiative, and the Santa Clara Principles which call for transparency by social media companies;
- Civil Society guidelines such as the Danish Institute for Human Rights’ guidance on addressing digital technologies in National Action Plans on Business and Human Rights, the Global Network initiative to develop a framework of principles and guidance for the ICT industry, the Toronto Declaration, and Ranking Digital Rights which aim to trigger a ‘race to the top’ on digital rights; and
- Industry standards, such as Google’s 2018 AI principles.

**Why ensuring a comprehensive stocktaking on gaps is important**

The OECD Guidelines, originally drafted in 1976, have not been revised since 2011 and are out of date in many ways. Ten years of implementation of the current text of the Guidelines have revealed numerous gaps in the text that cause both a serious lack of clarity and coherence in international norms on key elements of responsible business conduct, and diminish victims’ chances for remedy and accountability via the NCPs. Meanwhile, recent developments in RBC standards made beyond the OECD Investment Committee are threatening to make the OECD Guidelines comparatively less useful or even obsolete. The OECD Investment Committee’s Working Party on Responsible Business Conduct (WPRBC), responsible for the OECD Guidelines, has begun a stocktaking to identify what gaps exist in the Guidelines and assess whether steps are needed to address them. A comprehensive stocktaking that addresses all the gaps identified by civil society and other stakeholders is essential to evaluate whether the Guidelines are still fit for purpose.
Who needs to act?
OECD Watch urges governments to show commitment to keeping the OECD Guidelines up to date with evolving issues in the field of business and human rights – and acknowledge civil society’s concerns regarding the current limitations in the Guidelines’ standards and the NCP complaint system – by ensuring that the stocktaking studies all the issues of concern to civil society. OECD Watch also urges that states ensure the final stocktaking report responds to each concern raised by civil society. OECD Watch welcomes the stocktaking and stands ready to support the review process and any further steps taken to address gaps identified.

About OECD Watch
OECD Watch is a global network with over 130 member organisations in more than 50 countries. Founded in 2003, OECD Watch’s primary aim is to help support CSO activities related to the OECD Guidelines and the work of the OECD’s Investment Committee. Membership consists of a diverse range of civil society organisations – from human rights to environmental and development organisations, from grassroots groups to large, international NGOs – bound together by their commitment to ensuring that business activity contributes to sustainable development and poverty eradication, and that corporations are held accountable for their adverse impacts around the globe. For more information, please visit www.oecdwatch.org.
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